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Figure 4: Tangible Graph Lenses: Bring Neighbors pulls in adja-
cent nodes of nodes in focus (here: highlighted in pink) (A) and
Attribute Filter enlarges nodes with specific attribute values (B).

physical navigation as well as remote interaction from a casual po-
sition. It can be used to actively move around and explore the data
set identifying regions of interest or can be frozen and decoupled
from the device’s pointing position.

4.5. Attribute-based data filtering

An important requirement of our previously introduced scenarios is
the support of overview & filter tasks in versatile ways. In the most
basic form, this can be the access and further analysis of individual
target groups by reducing the visual elements through filtering of
attribute values, for example, seeing only women for certain prod-
uct endorsements. For further analysis of the data set, users may
want to explore the separate layers and understand the distribution
of data points along specific data attributes and dimensions. For our
disease scenarios, this relates to separating the types of diseases a
cluster consists of and investigating these separated groups.

4.5.1. Local highlighting – Attribute Filter Lens

To address the filtering of content by attribute value, we added
to the tangible lens character of the mobile by integrating a
configurable Attribute Filter Lens which allows highlighting of
nodes with certain attribute values or within a specificed value
range (I [FILTER], G [ATTRIBUTE-BASED]) locally on the device.
To accomplish a configuration that fits the user’s need, the lens re-
quires parametrization of the specific lens function. For filtering
this includes mainly the selection of appropriate attribute values
or value ranges. For other lens functions this could similarly be a
zoom factor for magnification or selecting a layout of how neigh-
bors are presented (see 4.4). This is done by setting individual pa-
rameter values in a user interface on the mobile display using wid-
gets (similar to Figure 6A).

For our social network scenario, Figure 4B shows an example
lens configuration for highlighting all people older than 35 as a
possible target group for advertisement. Note that in contrast to the
following techniques, the focus of the attribute filter lens lies on
the definition of criteria to create a single set of resulting nodes.
However, criteria can be a set of parameters from different attribute
types defining this result (e.g., females from Wales older than 35).

4.5.2. Body-relative range filtering

For analysis purposes, the spatial separation of nodes with different
attribute values can support more thorough investigations of dif-
ferent groups and their relations. For the marketing analyst in our

Figure 5: Body-relative attribute filtering: Left-right movement
supports selection of individual attribute ranges (B), a down move-
ment then brings the selected range into focus (C).

scenario, it is interesting to analyze the age distribution as an addi-
tional criterion (I [FILTER]) to gain a better understanding how the
people are interconnected and divided among their ages within a
selected target group (e.g., men with at least 15 friends). Here, the
user wants to separate the nodes according to their age, but also see
the relations within an age group and among age groups.

As we have seen in previous techniques, spatial tracking of mo-
bile devices can be used directly related to a wall-sized display in
various ways. While our wall-centric approaches (cf. tangible graph
lenses) refer to the whole context visualization and are character-
ized by a direct spatial coupling and physical navigation to identify
regions of interest, users are also interested in exploring or filter-
ing further details of a previous selection in a separate, decoupled
view. In order to support this tasks (G [OVERVIEW]; I [FILTER]),
we propose the seamless integration of body-relative layers which
enable decoupled, personal interactions by parameterizing the in-
teraction space around the user (see Figure 5A). Holding a clutch
button on the mobile and simultaneously moving the device relative
to the previous position creates a spatial degree of freedom which
can be used to browse through layered ranges of the attribute distri-
bution. All possible ranges are laid out in the horizontal dimension,
providing a body-relative range filter. Using the vertical move-
ment, the user can then activate a range to expand it and see a more
detailed view (see Figure 5C). In both cases, the body awareness
can help support this browsing of graph subsets (I [EXPLORE],
G [OVERVIEW]) and filtering of attribute ranges (I [FILTER]). In
addition, we argue that the spatial parameterization facilitates the
ability to store and retrieve items based on physical mnemonics
and human proprioception (cf. [MBS97]).

4.5.3. Distribution overview – Sieve filter tool

The previous technique focused on the exploration of separated at-
tribute ranges. Another essential task is providing visualizations
that enable understanding of the distribution of nodes within an at-
tribute dimension, e.g., the distribution of disease types in a cluster
around colon cancer. In order to avoid creating multiple instances
of attribute filter lenses and switching between them, we propose
using naive physics [JGH∗08] to advance understanding of data.
This GRASP technique simulates pouring graph nodes through a
filter, applying the metaphor of a sieve tool with differently grained
holes as representatives of different filter criteria (cf. [RK14]).

As introduced before, for our social network scenario it is rele-
vant to look at the age distribution within an interesting cluster. The

c© 2017 The Author(s)
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Figure 6: Sieve Filter Tool: After configuring the filter criteria (A),
nodes are spatially separated using physics (B). When rotated, they
will fall to create a comparative view (C).

sieve filter tool supports this kind of filter tasks by simply select-
ing an attribute on the mobile, defining separated age ranges with
sliders (e.g., 12–20; 21–30) and starting the tool (see Figure 6A).
The sieve filter tool visualizes every selected node as a physical ob-
ject. A shake gesture allows the user to virtually throw all elements
through the previously defined filter barriers. Conforming to the
expectations of our metaphor of a sieve tool all nodes are filtered
by their attribute and are spatially separated in their visual posi-
tion (see Figure 6B). This allows a fast recognition of the different
age groups, and the change of layout can be followed easily by see-
ing generally-known physical behaviors. In addition, the user can
rotate the mobile device and all filtered data items fall to the ground
within their valid attribute boundaries. This enables a comparative
view (similar to [HVF13]) showing the distributions of the previ-
ously defined attribute regions by the total amount (absolute height)
and with additional labels that highlight the amount of nodes inside
each range (see Figure 6C).

5. Implementation & Setup

Our prototype was developed using Python with libavg
(http://libavg.de) as basis for the user interface, as well as
pymunk (http://pymunk.org/) for physics. We used the NetworkX
library (https://networkx.github.io) to handle graph data and inte-
grate graph algorithms. For the social network data set (218 nodes
and 1530 edges), we used an anonymized export of a facebook
account, which we linked with face images from the Chicago
Face Database [MCW15] (see Figure 1B). The data for the human
disease network (1419 nodes and 2738 edges) were provided by
Goh et al. [GCV∗07] and can be seen in Figure 1A. All data were
processed in the GraphML format.

The technical setup consists of a large, touch-enabled display
wall of 4.86 m in width and 2.06 m in height (frame height
at 2.3 m), with a resolution of 7680 × 3240 pixels. We used
Google Nexus 7 tablets with attached IR markers as mobile de-
vices which are spatially tracked by the 3D tracking system Opti-
Track (http://optitrack.com). In the future, these could be replaced
by mobile devices with on-board tracking, such as Google Tango
tablets. All application content is processed on a 2-core Intel Xeon
processor, clocked at 3.3GHz and with two AMD HD 7970 graph-
ics cards. Graphics are streamed to the mobile devices. Input is
gathered on the wall display, mobile devices, and tracking machine
and then transmitted to our central wall computer.

6. User Feedback

To gain a better understanding of the GRASP repertoire and the
users’ workflow as well as evaluate the cooperation of our tech-
niques, we conducted a qualitative user study to get hands-on feed-
back with our system. We recruited 9 participants (3 female, 6
male) between the age of 22 and 35 (avg.: 26) through mailing lists
including students and post-doctoral personnel with background in
visualization, but not necessarily graphs, to explore the social net-
work data set. While they were not part of our research group, the
students had previously attended courses at our institute. They used
the setup as described in the implementation section. All partici-
pants use mobile touch-enabled devices daily, but have little expe-
rience with larger wall-sized displays. Two worked with graph data
frequently, while three used node-link diagrams only occasionally.

The sessions took approximately 45 min per participant and were
divided into two sections: In the first section (S1), the experimenter
would describe a possible task and ask the participant to suggest
how they would accomplish a solution. Afterwards, the experi-
menter explained the individual features including the possible al-
ternatives within the system while the participant interacted. This
process was repeated for every feature to make the participant fa-
miliar with the application. The second section (S2) addresses our
main research question of how and if the techniques are used in se-
quence and combination and how they fit within a user’s workflow.
This section consisted of five larger exploration tasks that incorpo-
rated a sequence of two to three sub-tasks. Participants were asked
to accomplish these tasks without help from the experimenter who
stayed at a neutral position away from any interaction to not inter-
fere with movement and behavior. Participants were encouraged to
describe and comment on all their actions. The sessions were video-
taped and a second experimenter was present to record comments
and actions along a semi-structured protocol. Finally, participants
filled out a post-study questionnaire with seven questions relating
to the assessment of our techniques and additional open questions.

Phase S2 incorporated tasks that were organized to form log-
ical interaction steps. Tasks generally belonged to one of three
task types: As an example of the first type, users had to inves-
tigate the neighbors of a specific node which were difficult to
identify as they were part of different clusters and hence distant
from each other. They had to compare their attributes and elabo-
rate on their details (representing tasks: select, connect/reconfigure,
abstract&elaborate). For the second type, users had to focus on
smaller groups, such as family connections, where in one case they
had to identify the older generation and add edges from the son’s
new fiancée to the graph (encode/connect, filter, select from group,
manipulate). Finally tasks of the third type were of a more explo-
rative nature focusing on larger clusters. In one example, the users
had to discuss and explore the age distribution and patterns within
a specified group of friends (overview, explore/connect, filter).

Two of the researchers separately went through protocoled data
to summarize and categorize behavior. The videos were used for
confirmation where protocols were insufficient. As a result of the
protocol analysis, videos were examined specifically to code par-
ticipants’ movement (type and amount) and observe their focus
switches between devices. From the protocols, the video data, and
the questionnaires, we extracted interesting observations including
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minor user interface improvements and possible alternative interac-
tions. In the following, we discuss selected insights focusing specif-
ically on items concerning 1) the participants’ distribution of focus
between the individual displays, 2) the participants’ workflow and
sequence of actions, as well as 3) the individual techniques.

6.1. Distribution of focus

Our study started with the details on demand technique that pro-
vides further information on the mobile when selecting a node on
the wall. We observed that there was an initial phase where users
had to comprehend the decoupled input and output possibilities of
the device combination. However, it took only a short time for them
to understand the mobile’s role as a personal visualization and inter-
action tool that extends the capabilities of the large context display.

Beside the wall selection, during our studies we learned that all
participants liked the spatial pointing as an alternative selection
technique. We observed very different styles of user movements,
distances to the wall, and levels of focus and awareness concerning
the mobile and large display. Based on our interviews, observa-
tions, and video recordings, we identify two groups (G1 and G2)
which were equally represented in our study and which are also
reflected in their choice of selection technique. Some participants
strongly focused on the combination between the wall and mobile
and thereby switched their gaze and physical position frequently.
This group (G1, n = 4) used both interactive displays equivalently
and thereby seemed to have a strong overall awareness of the whole
content at any time. They brought the mobile selection, detail view,
or tool view into line with the large context visualization as they
switched their focus and used the display wall for selection as well.
Within G1, one participant (P1) showed unusual behavior in that
he picked up content from the wall-sized display using touch and
then often turned away from the display wall, temporarily focus-
ing completely on the mobile display, but all in all switching his
attention frequently between devices. In contrast, several other par-
ticipants (G2, n = 5) were very focused on the mobile device. They
used the large context visualization mainly as an overview from
which they picked regions of interest. For selection they preferred
pointing techniques and worked with content on their mobile in a
more exclusive way while only sometimes looking up at the dis-
play wall for orientation and overview. We see that these partici-
pants typically interacted far away (2–3 m) and used the perspective
pointing and mobile interactions more prominently (e.g., pointing,
freezing, encircle selection on the mobile) instead of actively using
physical navigation in front of the wall.

6.2. Workflow and sequence of actions

Participants were very successful in solving the given tasks and
found diverse solutions and workflows. They often started out by
selecting a region of interest (ROI), followed by further refinement
and application of a tool or lens. Specifically, participants from G1
frequently used touch on the wall for data collection (tap or lasso),
while participants from G2 primarily used pointing and optionally
froze the movement before using either the rectangle selection or a
tap or lasso selection on the mobile device. Freezing was very im-
portant to participants and was used constantly after pointing, likely

to relax the posture and focus on the selected ROI. However, not all
participants clearly separated freeze from rectangle selection. Ex-
cept for the detail view and sieve filter tool, all other techniques
can be applied continuously without prior content selection. We
observed that for at least two participants this separation seemed to
be a challenge and might have caused minor issues in the deacti-
vation of tools. For instance, it seemed that after unfreezing when
moving along to other regions, they were surprised by the Bring
Neighbor lens still being active.

Participants resided at very different distances to the wall-sized
display (with some relation to their association to G1 or G2)
and hence moved very differently during the study. At the ex-
tremes, a participant (P8) from G2 was consistently at a distance
of approx. 3 m central to the display wall and rarely moved from
that position, using perspective pointing for all her interactions with
the wall-sized display. On the other hand, two participants (P1, P9)
were very active using criss-cross movements within the complete
space in front of the display wall. However, the majority of our
participants (n = 6) naturally positioned themselves at their indi-
vidual neutral distance (approx. 1–2 m from the display wall, P7 at
3 m) which seemed to be their personal comfort position. They all
moved strongly parallel to the wall at this personal distance, with
participants from G1, who used touch on the wall most, returning
to this distance before moving sideways again. To access content
at the top of the display, all but one participant (P4, height: 1.88 m)
switched to perspective pointing, instead of lifting their arms using
orthogonal pointing. To summarize, the tool seemed to be flexible
and could be used by all participants independent from position
and movement in front of the display wall. We observed that it was
very helpful to combine the different tools and techniques for solv-
ing tasks. This was done frequently and naturally by all participants
and was not even mentioned as a feature.

6.3. Observations concerning GRASP techniques

Offloading the adjacency matrix onto the mobile display to simul-
taneously show both visual representations physically decoupled
was well-accepted by all participants. Participants used the adja-
cency matrix frequently to identify connections and patterns while
referring back to the node-link representation on the wall-sized dis-
play specifically when editing the selected sub-graph. There was
some disagreement on whether the unlock button for edit opera-
tions was necessary. While some explicitly found it to be an un-
necessary interaction step (P6) as they were holding the mobile
with both hands while reading the matrix, others (P5, P8) used their
forefinger strongly to follow rows and columns and hence found an
unlock operation essential to prevent unintended manipulations.

The tangible graph lenses proved to be very flexible tools that
were frequently combined with other techniques for solving tasks.
A typical interaction flow often consisted of pointing towards a
ROI, freezing the content, applying a lens function, and finally se-
lecting identified content using a lasso to gain further details. Sur-
prisingly, this also meant that lenses were rarely used as active tools
to be moved continuously around the data set to gain insights, but
were rather used on already explicitly chosen areas using the freeze
operation. Even in explorative tasks, participants often worked with
samples from selected clusters instead of moving about the whole
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node-link representation. However, this may change with experi-
ence or may also be a result of the specific set of tasks used in this
study and will have to be investigated further in future work.

With the sieve filter tool we aimed at observing the use of phys-
ical metaphors for data analysis tasks. While it was obvious that
time efficiency was not improved by the animation of physics, we
saw a variety of enjoyment in all participants from actively smiling
to comments of “This is like playing” (P7). One participant (P8)
specifically addressed that “Most people want more fun during
work”. As a result, participants seemed very engaged with the tool.
However, while the animation initially actively helped participants
understand the process of categorizing and filtering the nodes (P9),
for solving the tasks some discussed the need for a quick and direct
presentation of the results (P5, P9) without the additional interac-
tions of shaking or turning the device.

7. Discussion

We identified challenges and advantages of the combination of mo-
bile devices and a large display. It is a general limitation of visual
data analysis that it is only feasible for a limited number of nodes,
i.e., for larger graphs an initial query or filtering step is necessary
before reasonable use in a visual exploration setup. The large dis-
play and multi-device setup can help distribute this content and or-
ganize data at different levels of detail. However, as a certain lim-
itation this also requires more cognitive effort for the user in man-
aging content on the different devices. The study has reinforced
that with multiple displays there is the need of additional focus and
attention switches which may lead to additional interaction efforts
and increased cognitive load, e.g., for tracking changes on the wall.
Clear visual indications of focus regions and selected objects on
both devices and consistent feedback can reduce these efforts. In
addition, we have also seen several advantages of this device com-
bination as each user worked with the mobile as their own tangible
personal tool, and seamlessly accessed content even from afar.

Because of our design, all interactions were feasible and exe-
cutable on the mobile display while using the wall-sized display
mainly for overview tasks. We specifically focused on this setup
to support the use in multi-user scenarios. Taking our techniques
as the basis, further investigations could enrich this scenario by al-
lowing more diverse views and changes on the display wall. Our
techniques utilize the mobile as a personal toolbox for graphs and
thereby allow independent parallel work on the same context vi-
sualization without disturbing other collaborating users. After ini-
tial registration of devices, all mobile interactions are possible, and
touch selections on the wall are automatically send to the closest
device. However, the current prototype is focused on parallel, indi-
vidual work and does not prevent editing conflicts so that extension
is required for actual application to multi-user and collaborative
scenarios.

In our use of physical metaphors, e.g., for perspective pointing
and the sieve tool, we saw evidence of participants enjoying the use
of physics for visual data analysis. However, this needs to be dif-
ferentiated for beginners and experts. While slow animations and
additional interactions help to develop a clear understanding of the
principles and steps needed, we found the lack of efficiency in the

sieve tool too severe for repeated use in professional contexts. Con-
sequently, shortcuts, ways of personal configuration, or automated
adaption to the user’s experience level should be included in a fu-
ture iteration of the system.

As the number of participants in our user study was small, no
significant quantitative statements can be made. However, with our
qualitative measures and observations we aimed to present tenden-
cies and rise questions for future research studies and application
designs. Even within our small group of participants, we saw that
there is not just one single style of interaction. This confirmes re-
lated work (e.g., [TBJ15]) where diverse exploration strategies for
selected tasks have been observed. While we identified two general
groups of focus behavior, even within these groups there were vari-
ations in terms of workflow and sequences of action (see 6.2). The
GRASP techniques were flexible enough to allow for these varia-
tions including the different patterns of movement for navigation
within the data space. However, more adaptations to the individ-
ual usage should be considered and could further personalize the
system (e.g., unlock button for manipulation). All in all, we see the
advantage and strength of productive solutions in the versatility and
composition of tools and techniques to fit individual strategies and
user preferences.

8. Conclusion and Future Work

In this paper, we presented the GRASP system, a set of interactive
techniques that combine a wall-sized display and mobile devices
tracked in space for graph visualization and interaction. Our tech-
niques support individual local interaction on each user’s personal
mobile device, which serves both as an additional, tangible visual-
ization view that can be manipulated as well as a pointing device
to interact with and coupled to the display wall. Therefore, the con-
tributed techniques are designed to allow interacting in close prox-
imity to the display wall as well as remotely from afar.

The GRASP techniques form a toolbox that addresses a large
range of diverse graph visualization tasks from basic selections and
details on demand to alternative representations, manipulations,
tangible graph lenses, and diverse filtering techniques. Therein,
we investigated physical metaphors as well as spatially-aware and
body-relative interactions for selecting and filtering multivariate
data items. In a qualitative study, we found workflows to be very
diverse and our system well suited to handle a wide range of inter-
action sequences and combined techniques.

In the future, we plan to apply this promising combination of de-
vices to other data types and fields of visualization including exten-
sions with multiple coordinated views or dynamic graphs. Further-
more, we aim to intensify our discussion of multi-user scenarios by
adding collaborative techniques using several mobile devices and
large displays in synergy within multi-display environments.
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